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EXECUTIVE SUMMARY 

This report documents activities performed by Idaho National Laboratory 

(INL) during fiscal year (FY) 2023 for the U.S. Department of Energy (DOE) 

Light Water Reactor Sustainability (LWRS) Program, Risk Informed Systems 

Analysis (RISA) Pathway, Digital Instrumentation and Control (DI&C) Risk 

Assessment project. In FY 2019, the RISA Pathway initiated a project to develop 

a risk assessment strategy for delivering a technical basis to support effective and 

secure DI&C technologies for digital upgrades/designs. A risk-informed 

framework was proposed for this strategy, which aims to (1) provide a best-

estimate, risk-informed capability to quantitatively estimate the safety margin 

obtained from plant modernization, especially from safety-related DI&C systems, 

(2) support and supplement existing risk-informed DI&C design guides by 

providing quantitative risk information and evidence, (3) offer a capability of 

design architecture evaluation of various DI&C systems, (4) assure the long-term 

safety and reliability of safety-related DI&C systems, and (5) reduce uncertainty 

in costs, and support the deployment of DI&C systems in the nuclear power 

plants (NPPs). 

To achieve these technical goals, the proposed framework in this project 

provides a means to address relevant technical issues by: (1) defining a risk-

informed analysis process for the DI&C upgrade that integrates hazard analysis, 

reliability analysis, and consequence analysis, (2) applying risk-informed tools to 

address common cause failures (CCFs) and quantify corresponding failure 

probabilities for DI&C technologies, particularly software CCFs, (3) evaluating 

the impact of digital failures at the component level, system level, and plant 

level, and (4) providing insights and suggestions on designs to manage the risks, 

thus to support the development and deployment of advanced DI&C technologies 

in NPPs. 

Adding diversity within a system or components is the primary means to 

eliminate and mitigate CCFs, but diversity also increases system complexity and 

may not address all sources of systematic failures. Optimization of diversity and 

redundancy applications for the safety-critical DI&C systems remains a 

challenge. To deal with the technical issues in addressing potential software 

CCFs in safety-related DI&C systems of NPPs and supporting relevant design 

optimization, the proposed framework provides: 

¶ A best-estimate, risk-informed capability to address new technical digital 

issues quantitatively, focusing on software CCFs in safety-related DI&C 

systems of NPPs 

¶ A common and a modularized platform for DI&C designers, software 

developers, cybersecurity analysts, and plant engineers to predict and prevent 

risk in the early design stage of DI&C systems 

¶ Technical bases and risk-informed insights to assist users in addressing the 

risk-informed alternatives for evaluating CCFs in safety-related DI&C 

systems of NPPs 

¶ A risk-informed tool that offers a capability of design architecture evaluation 

of various DI&C systems to support system design decisions in diversity and 

redundancy applications. 
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The research and development efforts of this project in FY 2023 are focused 

on refining current methods on software CCF modeling and estimation and 

exploring additional innovative approaches to risk assessment of DI&C systems 

to enable a more comprehensive and complete assessment of various safety-

related DI&C design architectures. 

The primary audience of this report is DI&C designers, engineers, and 

probabilistic risk assessment practitioners. This includes stakeholders, such as the 

nuclear utilities and regulators who consider the deployment and upgrade of 

DI&C systems, DI&C software developers and reviewers, and cybersecurity 

specialists. 

It should be noted that all the analyses are performed for the demonstration 

of the methodology, not for the evaluation of an actual digital control system. 

Results are obtained based on limited design information and testing data. 
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AN INTEGRATED FRAMEWORK FOR RISK 
ASSESSMENT OF SAFETY-RELATED DIGITAL 
INSTRUMENTATION AND CONTROL SYSTEMS IN 
NUCLEAR POWER PLANTS: METHODOLOGY 

REFINEMENT AND EXPLORATION 

1. INTRODUCTION 

This report documents the activities performed by Idaho National Laboratory (INL) during fiscal year 

(FY) 2023 for the U.S. Department of Energy (DOE) Light Water Reactor Sustainability (LWRS) 

Program, Risk Informed Systems Analysis (RISA) Pathway, Digital Instrumentation and Control (DI&C) 

Risk Assessment project [1], [2], [3], [4], [5]. The LWRS program, sponsored by the U.S. DOE and 

coordinated through a variety of mechanisms and interactions with industry, vendors, suppliers, 

regulatory agencies, and other industry research and development (R&D) organizations, conducts 

research to develop technologies and other solutions to improve economics and reliability, sustain safety, 

and extend the operation of nationôs fleet of nuclear power plants (NPPs). The LWRS program has two 

objectives to maintain the long-term operations of the existing fleet: (1) to provide science- and 

technology-based solutions to industry to implement technology to exceed the performance of the current 

business model and (2) to manage the aging of systems, structures, and components (SSCs) so NPP 

lifetime can be extended, and the plants can continue to operate safely, efficiently, and economically. 

As one of the LWRS programôs R&D pathways, the RISA Pathway aims to support decision-making 

related to economics, reliability, and safety providing integrated plant systems analysis solutions through 

collaborative demonstrations to enhance economic competitiveness of the operating fleet. The goal of the 

RISA Pathway is to conduct R&D to optimize safety margins and minimize uncertainties to achieve 

economic efficiencies while maintaining high levels of safety. This is accomplished in two ways: (1) by 

providing scientific basis to better represent safety margins and factors that contribute to cost and safety; 

and (2) by developing new technologies that reduce operating costs. 

One of the research efforts under the RISA Pathway is the DI&C Risk Assessment project, which was 

initiated in FY 2019 to develop a risk assessment strategy for delivering a strong technical basis to 

support effective, licensable, and secure DI&C technologies for digital upgrades and designs [1]. As 

shown in Figure 1, an integrated risk assessment framework for the DI&C systems was proposed for this 

strategy which aims to: 

¶ Provide a best-estimate, risk informed capability to quantitatively and accurately estimate the safety 

margin obtained from plant modernization, especially for the safety-related DI&C systems 

¶ Support and supplement existing advanced risk informed DI&C design guides by providing 

quantitative risk information and evidence 

¶ Offer a capability of design architecture evaluation of various DI&C systems to support system 

design decisions and diversity and redundancy applications 

¶ Assure the long-term safety and reliability of safety-related DI&C systems 

¶ Reduce uncertainty in costs and support integration of DI&C systems at NPPs. 
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Figure 1. Schematic of the proposed risk assessment framework for safety-critical DI&C systems. 

The proposed risk assessment framework for DI&C systems is shown in Figure 2. In this framework, 

a redundancy-guided systems-theoretic method for hazard analysis (RESHA) was developed for safety-

related DI&C systems to support I&C designers and engineers to address both hardware and software 

common cause failures (CCFs) and qualitatively analyze their effects on system availability [6] [7]. It also 

provides a technical basis for implementing reliability and consequence analyses of unexpected software 

failures and supporting the optimization of defense-in-depth applications in a cost-efficient way. RESHA 

integrates systems-theoretic process analysis (STPA) [8], fault tree analysis (FTA), and hazards and 

consequence analysis for digital systems (HAZCADS) [9] methodologies to effectively identify software 

CCFs in complex systems with multiple levels of redundancy. More specifically, STPA is reframed in a 

redundancy-guided way, such as (1) depicting a redundant and diverse system via a detailed 

representation; (2) refining different redundancy levels based on the structure of DI&C systems; 

(3) constructing a redundancy-guided multilayer control structure; and (4) identifying potential CCFs in 

different redundancy levels. This approach has been demonstrated and applied for the hazard analysis of a 

four-division digital RTS [6] and a four-division digital ESFAS [7].  

The second part in risk analysis is the reliability analysis which includes tasks of (1) quantifying the 

probability of basic events of the integrated fault tree (FT) from the hazard analysis; (2) estimating the 

probability of consequences resulting from digital system failures. In the proposed framework, two 

methods have been developed: the Bayesian and human-reliability-analysis-aided method for the 

reliability analysis of software (BAHAMAS) [10] and orthogonal-defect classification (ODC) for 

assessing software reliability (ORCAS) [11]. BAHAMAS is applicable in situations with limited data 

conditions (e.g., early stage of system development), and ORCAS is applicable for analyses when 

significant amount of data is available (e.g., a fully developed system that underwent verification and 

validation or a system with significant length of operating experience). 

Finally, the consequence analysis is conducted to quantitatively evaluate the impact of digital failures 

on plant overall risks by assessing affected behaviors and responses. Some digital-based failures may 

initiate an event or scenario that was not analyzed before (e.g., a failure mode only applicable to a digital 

system), which could challenge plant safety. Uncertainty and sensitivity analyses are performed to 
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evaluate the safety and risk significance of target components and subsystems to DI&C system reliability 

and plant safety [12]. 

 

Figure 2. The flexible and modularized structure of the proposed risk assessment framework for safety-

related DI&C systems. 

This projectôs research efforts from FY 2019 through FY 2022 were focused on methodology 

development and demonstration of the proposed framework. In FY 2023, the framework reached a point 

for a technical peer review and stakeholder feedback. Peer review activities included coordinating the 

reviews performed by a group of industry stakeholders, documenting the peer review feedback, and 

providing resolutions and responses to the peer review comments. Comments from technical peer 

reviewers and the resolutions and responses to these comments are outlined in the peer review report [13] 

published in March 2023. Besides, collaborations with the nuclear industry have been initiated to support 

the reliability and risk assessment of their DI&C systems by using the proposed framework. Complete 

analysis and results have been documented in [14].  

This report outlines R&D focused on refining current methods on software CCF modeling and 

estimation and exploring additional innovative approaches to risk assessment of DI&C systems to enable 

a more comprehensive and complete assessment of various safety-related DI&C design architectures. The 

remaining sections of the report are organized as follows: Section 2 describes the methodology refinement 

of the proposed framework and methods based on feedback during the collaboration with the industrial 

partners and the comments from the technical peer review. Section 3 evaluates the feasibility of current 

methods on cross-system CCF analysis between a representative four-division digital RTS and ESFAS. 

Section 4 proposes an innovative approach on the risk assessment of human-system-interface (HSI) by 

integrating RESHA and human reliability analysis (HRA) methods. Section 5 investigates the use of a 

dynamic probabilistic risk assessment (PRA) approach on evaluating the impacts of software CCFs to 

plant safety. Section 6 presents a novel method for evaluating the model agnostic reliability of potential 

machine learning (ML) models integrated in DI&C systems. Section 7 summarizes results of the R&D 

performed in collaboration with the Pressurized Water Reactor Owners Group (PWROG) in FY 2023 

focused on the risk evaluation of a DI&C safety actuation system in use at a nuclear utility. Section 8 

outlines conclusions and future work of this project. Appendixes A, B and C respectively document the 

application guides of RESHA, ORCAS and BAHAMAS. 
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2. METHODOLOGY REFINEMENT AND IMPROVEMENT 

This section describes the methodology refinement of the proposed framework and methods based on 

feedback from the collaboration with the industrial partners and the comments from the technical peer 

review. Methodology improvement will be continued in the next fiscal year. Sections 2.1 and 2.2 describe 

the new methodology of the RESHA, BAHAMAS, ORCAS, and CCF modeling approach for software 

CCF analysis. Section 2.3 presents an approach to modeling postulated software CCFs of diverse DI&C 

systems using these methods. 

2.1 Redundancy -guided System -theoretic Hazard Analysis  

The RESHA method is an FTA-based method that incorporates STPA to identify the potential 

hazards and failures of DI&C systems. Reference [15] illustrates the concepts of Type I and Type II 

interactions: Type I, the interactions of a DI&C system (and/or its components) with a controlled process 

(e.g., NPPs), and Type II, the interactions of a DI&C system (and/or its components) with itself and/or 

other digital systems and components. Software should not be analyzed in isolation from the digital 

system. In addition to the inner failures of software, failures in Type II interactions should be considered 

in the risk analysis of a DI&C system.  

RESHA incorporates the concepts from FTA, STPA, HAZCADS, and CCF modeling to support 

hazard analysis. STPA is reframed in a redundancy-guided way to address CCF concerns in highly 

redundant DI&C systems. The main outcomes of RESHA are (1) the identification of critical failures, 

including CCFs, in the DI&C design; (2) an integrated FT including both hardware and software failures, 

both independent failures and CCFs; and (3) hazard preventive strategies. The acceptance criterion of risk 

evaluation for the RESHA is: ñis the function of digital system still available even with the identified 

potential digital failures?ò In other words, are there any critical failures or failure combinations existing in 

the system that may lead to the DI&C system completely losing its function? A seven-step process, 

shown in [4], illustrates the workflow of RESHA in the proposed framework for the hazard analysis of 

DI&C systems, especially for software CCF analysis of highly redundant safety-related DI&C systems. 

Compared with the RESHA workflow described in [4] and [5], the major revisions from this year 

research include: 

¶ Added the identification of unsafe information flows (UIFs) in Step 3 with unsafe control actions 

(UCAs) based on redundancy-guided application of STPA. UIFs are defined as failures in the 

feedback pathway of the control structure, whereas an UCA is a failure in the controller pathway. 

They are considered one class of casual factors for UCAs under the STPA methodology. 

¶ Detailed CCF identification in Step 5 to better serve CCF analysis efforts. The previous version 

of RESHA provides a discussion on CCFs and the importance of identifying software-based 

coupling factors, but the identification of coupling mechanisms, which is a vital part of CCF 

analysis, was not fully discussed. To address this, Step 5 shown in Figure 1 has been modified. 

The purpose of Step 5 is to identify potential CCFs and add them to the FT. Digital systems, 

particularly those employed for safety, contain multiple layers of redundancy. Redundant 

components may share common hardware and software features making them susceptible to 

CCFs. Based on the redundancy-guided nature of RESHA, the first task of Step 5 is to identify 

the redundant (or functionally redundant in the case of diversity) components, or elements of the 

software system. From this point on, the selection of coupling mechanisms can identify potential 

subgroups that may fail together. 

The new workflow of RESHA is shown in Figure 3, more details and descriptions can be found in A  

Appendix A. 
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Figure 3. Workflow of the RESHA in the proposed framework for the hazard analysis of DI&C systems 

(derived from [4]).  

2.2 Multiscale Quantitative Reliability Analysis  

The goal of the multiscale quantitative reliability analysis is to estimate the DI&C system reliability 

values by evaluating the DI&C systems FT obtained in the hazard analysis and provide estimated 

reliability values as inputs for a subsequent consequence analysis. For the reliability analysis of large-

scale DI&C systems, a small-scale analysis of software reliability in DI&C systems are also included in 

the reliability analysis workflow. Figure 4 illustrates the framework of the multiscale reliability analysis 

of DI&C system. 

The first step to any good reliability analysis for a DI&C system is the adequate collection and 

evaluation of design and requirement documentation. The required target documents, based on IEEE-

guided software development life cycle, include but are not limited to the software requirement 

specifications, the software design description, and the software test documentation. These documents are 

necessary to determine whether design and test failure data are available to conduct detailed and highly 

relevant reliability analysis. The overall adequacy of the system design is dependent on the experience of 

the team and may lead to data-rich and sparse scenarios. It is recognized that for many engineering 

software projects, from both experienced and inexperienced teams, availability of design documentation 

to support reliability analyses may vary from rich to sparse. A solution is provided for each case in terms 

of the ORCAS or BAHAMAS methodology: BAHAMAS for data-limited conditions and ORCAS for 

data-rich analysis. 

BAHAMAS was developed for conditions with limited testing/operational data or for reliability 

estimations of software in early development stage. It can provide a rough estimation of failure 

probabilities to support the design of software and target DI&C systems even when data is very limited. 

Instead of relying on testing data, BAHAMAS assumes software failures can be traced to human errors in 

the software development life cycle (SDLC) and modeled with HRA. In BAHAMAS, a Bayesian belief 

network (BBN) is developed to provide a means of combining disparate causal factors and fault sources 

in the system, and HRA is applied to quantify the potential root human errors during SDLC.  



 

 20 

In contrast to BAHAMAS, ORCAS applies a white-box software invasive testing and modeling 

strategy to trace and identify the software defects that can potentially lead to software failures. The 

approach is a root-cause analysis methodology originating from the ODC approach. ODC is used to 

semantically (and systematically) classify the identified defects into disjoint software causality groups. A 

correlation table between causality groups and observable failures can thus be established linking root 

cause defects to potential software failure modes. The failure data collected from testing strategies is also 

combined with software reliability growth models and linear reliability models to quantify the software 

failure probability of specific UCAs.  

After the reliability analysis of software, a modified beta-factor model (BFM) is applied for the 

modeling and estimation of software and hardware CCFs, the hardware failure probabilities are based on 

existing failure database or PRA models. Finally, when all the basic events of integrated FT are 

calculated, the failure probability of entire DI&C system can be estimated using FTA tools. 

 
Figure 4. The workflow of multiscale quantitative reliability analysis in the proposed framework. 

Compared with the methodology described in [4] and [5], the workflow of multiscale quantitative 

reliability analysis keeps the same in the new version. The methodology of BAHAMAS, ORCAS, and 

CCF modeling approach have been refined and improved. 

For BAHAMAS: 

¶ BAHAMAS consists of two different types of root nodesðthe review nodes, and the stage defect 

nodes. The use of these nodes has been clarified in the new version. 

Ǔ New equations were given to evaluate the SDLC stage defect nodes.  
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Ǔ The evaluation of review nodes was clarified. 

¶ Review quality plays an important role in the removal of software defects. For this work, review 

quality is considered a function trigger coverage and the number of reviews performed. Trigger 

coverage effectively considers the types of review activities that have been performed during the 

software development. While review number considers the impact of multiple independent 

reviews. Future work may incorporate other concepts. This work has introduced new equations to 

provide a clearer evaluation of the review number and trigger coverage metrics.  

¶ A new workflow was provided to express guidance for the application of BAHAMAS under two 

pathways.  

Ǔ BAHAMAS application for the estimation software failure probability. 

Ǔ BAHAMAS application for estimation of software CCF probability including that of diverse 

system designs. New equations were developed to support diverse CCF modeling within the 

LWRS-developed framework. Given this development, BAHAMAS was considered for 

supporting the evaluation of diverse CCFs. 

For ORCAS: 

¶ Based on reviewer feedback, provided additional methodology description on how to conduct the 

analysis for meaningful results. Methodology for the requirements traceability matrix and trigger 

coverage assessment (part of the ORCAS process) were inadequately described.  

¶ Retabulated the data related to the correlation table to fix the inconsistencies pointed out by 

industry reviewers. The inconsistencies were related to Excel algorithmic issues and have been 

resolved.  

¶ Provided the description on how to conduct supplementary testing via automated combinatorial 

testing. The original implementation was unclear as to how the combinatorial testing should be 

conducted to achieve relevant dataset coverage. Guidance on boundary analysis is developed to 

constrain and improve test set construction for supplementary testing. 

For CCF modeling approach: 

¶ Refined the methodology of CCF modeling to allow consideration of diverse CCFs. A key 

concept is the idea that diverse software may have shared, common, or otherwise overlapping 

attributes. Some methods, such as BAHAMAS, may offer a means of directly estimating 

theoretical CCF vulnerability as measured by common aspects of the software requirements or 

other aspects of the software development life cycle. The new methodology is demonstrated in 

subsequent sections. 

¶ Investigated the identification of sub-factors for improving the CCF modeling parameters 

employed by the CCF models of the LWRS-developed framework. One of the large challenges 

faced by the industry is the limited historical data for CCF especially in safety systems. 

Consequently, implicit modeling techniques that can incorporate qualitative and design related 

aspects, especially in the absence of operational data, are an important avenue for research. 

Industry collaboration and feedback led to the identification of several concepts that may provide 

pathways for more realistic software CCF modeling parameters. It was determined that defensive 

features such as built-in online software monitoring, alarms, watchdogs, and other such features 

may mitigate or eliminate some postulated CCFs.  

More details and descriptions of the new version of ORCAS and BAHAMAS can be found 

respectively in Appendix B and C. 
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Methodology description and case study of the modified CCF modeling approach for diverse DI&C 

systems are provided in the next section. 

2.3 An Approach to Modeling Postulated Software Common Cause 
Failures of Diverse Digital Instrumentation and Control Systems  

Redundancy is a well-known strategy for maximizing reliability of safety-related systems; however, 

CCFs have the potential to defeat redundancy. As a means of protection, diversity may be employed to 

ensure the same function as a redundant system but by alternative technologies, methodologies, or 

techniques [16]. Despite its application for analog I&C systems, the effectiveness of diversity for DI&C 

systems remains a topic of concern. The use of digital technologies may increase the potential for CCF 

vulnerabilities due to failures in design specifications and system interactions [17]. Salako and Strigini 

provide a mathematical-based investigation of diversity and indicate scenarios where removing 

commonalities can be beneficial, damaging or have an uncertain effect [18]. Knight and Leveson have 

indicated that independently developed software may not necessarily fail independently [19]. Perfectly 

isolated development may be unlikely given the commonality of coding education and references [18]. 

Huang et al. indicate empirical studies, like [19], suggest programmers may be prone to common or 

similar errors [20]. Huang et al. use this to justify their research of the links between software diversity 

and human error diversity via personality traits, performance levels, cognitive styles, and, more recently, 

cognitive mechanisms [21]. This section proposes an approach to modeling CCF that is tailored for 

redundant architectures. Given the potential for common defects within multiversion software, the goal is 

to provide an approach for modeling potential CCFs of diverse software configurations in DI&C systems. 

2.3.1 Technical Background  

A CCF is the occurrence of two or more failure events due to the simultaneous occurrence of a shared 

failure cause and a coupling mechanism [22]. In our previous work, we introduced an approach for 

modeling CCFs within DI&C systems [4]. That work assumed purely redundant configurations of 

components. Here we provide a brief overview of the CCF methodology and the associated challenge of 

modeling potential CCFs of diverse components. 

The LWRS-developed framework consists of an approach for CCF modeling that incorporates the 

modified beta factor (MBF) method [23, 24]. Our approach emphasizes the identification of software-

centric coupling mechanisms necessary for simultaneous failures of redundant software components. For 

the purposes of analysis any group of components that share similarities via coupling mechanisms may 

have a vulnerability to CCF and can be considered a CCCG. One of the key aspects of the MBF method is 

how it accounts for asymmetry in coupling mechanisms that are used when defining CCCGs [24]. 

Additionally, while most models rely on operational data as the basis for estimating CCF parameters to 

model CCFs, ours does not. Instead, model parameters are generated by qualitative details found in the 

softwareôs own development and design plans. This provides a means to overcome certain modeling 

challenges including limited data [24].  

The general process of CCF modeling within the LWRS-developed framework requires analysts to 

(1) identify the CCCGs, (2) define model parameters for each CCCG, and (3) evaluate the CCFs for each 

CCCG. Our approach is based on the MBF method for CCF; consequently, CCF is given as a portion of 

total failure probability, which must be evaluated separately. Identification of the CCCGs is based on 

software-centric coupling mechanisms (e.g., shared software code, shared requirements, and languages). 

When software components have been grouped into ὔ groups by common attributes, the next step is to 

define model parameters for each CCCG (i.e., ὅὅὅὋ). Each CCCG is assigned a beta factor (‍) that 

represents the contribution of that CCCG to the total failure probability (ὗ ). Total failure probability is 

represented as the summation of independent (ὗ) and common failure (ὗ ) probability. ὗ  is 

separated into contributions dependent upon the number of CCCGs. The equations, as employed within 

our previous work [24], are shown below: 
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ὗ ὖὅὅὅὋ ὖὅὅὅὋ ỄὖὅὅὅὋ  (1) 

ὖὅὅὅὋ  ‍ ὗ (2) 

ὗ ρ ‍ ὗ ρ ‍ ὗ (3) 

The MBF method is intended for use with redundant configurations. The introduction of diversity 

creates modeling challenges. Diversity leads to complications with traditional parametric-based modeling. 

Consider the redundant configuration shown in Figure 5. Two components, A and B, have been 

determined to share a CCCG and are susceptible to a CCF. In this scenario, component A is more reliable 

than component B (perhaps due to the difference in manufacturers); the failure probability for A (ὗ ) is 

lower than the ὗȢ This difference in reliability presents a challenge for CCF modeling. The failure 

probabilities for A and B are given by Equations (4) and (5). 

ὗ ὗ ὗ  (4) 

ὗ ὗ ὗ  (5) 

 

 

Figure 5. Simple fault tree example. 

Traditional CCF modeling assumes ὗ ὗ ὗ , also known as a symmetry assumption. The 

resulting CCF for A&B (i.e., ὗ ) is given by Equation (2). A complication arises for the diverse case 

ὗ ὗ ; it becomes necessary to select an appropriate ὗ . Consider the scenario when ὗ ὗ , the 

value of ‍ is fixed for the CCCG of A&B, and performance data are unavailable to directly measure 

ὗ . The following are options for selecting ὗ  [25]: 

1. The larger of the values. This is considered a conservative option by Brand [25]. It will predict a 

larger CCF value than for Option 2. However, it should be easily recognized that there is a 

potential logical inconsistency especially as ‍ approaches 1.  

2. The smaller of the values. This is supported by the Frechet-Hoeffding upper bound on joint 

probability distributions [26]. It considers the extreme case in which the entirety of failure events 

that lead to A fit within the events that lead to B (i.e., ὗ ὗ ) corresponding to ‍ ρ; for such 

case, it should not be possible for ὗ  to exceed ὗ .  

3. The geometric mean. The geometric mean is presented as an option in by Brand [25]. Huage et al. 

indicate that this approach is preferred and adequate for rates or probabilities that are of the same 

magnitude [27]. 

Use of any option requires consideration of its impact. For example, Option 1 may lead to logical 

inconsistencies that are bounded by the Frechet-Hoeffding upper bound on joint distributions. Despite 

being considered as a preferred approach, Option 3 should be checked against Option 2. In all cases, there 



 

 24 

is still a complication for selecting the correct and meaningful representative parameter (e.g., beta) for the 

CCCG. Given these challenges, it is proposed to find an alternative approach that better represents the 

relationship between the components of the CCCG. The next section discusses our approach for CCF 

modeling of diverse software configurations. 

2.3.2 Methodology  

2.3.2.1 Overview  

Rather than rely on Options 1ï3 given in the previous section, a direct estimation is proposed to 

identify a groupôs potential CCF. Options 1ï3 provide ways of combining or approximating total failures 

without the consideration of the common aspects that are shared between the CCCG. A new approach 

introduces a variable to directly represent the similarity within the CCCG regardless of any asymmetry in 

their total failure probabilities. Our previous work relied on Equations (1) and (2) to define failure 

probability of a component due to common causes; we are now proposing to rely on the alternative shown 

below: 

 

ὗ Ὢὗ  (6) 

ὗ represents the theoretical CCF probability for the CCCG based on the similarity that is shared 

between the components of the CCCG (e.g., identical software requirements). Defenses may exist that 

prevent the CCFs from dominating the failure space for the system and otherwise reduce the CCF of the 

CCCG. To account for defenses, ‰  is incorporated with Equation (6) producing Equation (7).  

ὗ ‰ὗ  (7) 

Note that ‰  plays role similar ‍ in Equation (2). The difference being that ‍ fundamentally 

represents a fractional percentage of CCFs over the total failures, while ‰  represents the defense that a 

CCCG has against CCF. When ‰ ρ, the level of defense is poor, and ὗ  is equivalent to the 

theoretical failure probability ὗ Ȣ The variable ὗ  considers the designed commonality of the 

components of the CCCG, while the defense factor, ‰ , considers the qualitative and designed features 

that act as defensive measures to a CCF of the CCCG. Implementing ὗ  to the model necessitates 

slightly different equations than those given previously. The resulting equations are shown below. 

ὗ ὗ ὗ Ễὗ  (8) 

ὗ ὖὅὅὅὋ  ‰ὗ    (9) 

ὗ ὗ ὗ  (10) 

ὗ ‰ὗ ὗ (11) 

The challenge for this new approach is defining ‰  andὗ . In contrast to the traditional method of 

parameter estimation (i.e., reliance on historical data), ‰  will be solved with qualitative information. The 

process is defining model parameters based on defensive qualitative attributes and is discussed in [5]. 

Software failure consists of two parts, the existence of a defect and an activation scenario [17]. ὗ  

defines the common or shared aspects of failure between the CCCG. Thus, a method is needed that can 

define the shared defects or activation scenarios that make up software failure. In the next section, we 

propose a method to define ὗ  specifically in terms of shared defects. 
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2.3.2.2 A Method to Define ╠╒╒   

BAHAMAS was developed for the conditions when testing or operational data are limited, such as 

for reliability estimations of software in early development stages [10]. BAHAMAS was created by 

considering the principle of mechanisms of software failure. It has been said that software does not fail, at 

least in the same way that hardware can [28] [29]. Instead, software performs exactly how it has been 

designed to perform; any unwanted action or behavior (i.e., a failure) is due to a fault within the code that 

has been activated based on certain inputs or operational conditions. Software failure occurs by the 

activation of latent defects (e.g., deficiencies from coding errors, installation errors, maintenance errors, 

setpoint changes, and requirements errors) which are known to be caused by human errors in the SDLC 

[17]. BAHAMAS relies on this understanding to assess software reliability. Instead of relying on testing 

data, BAHAMAS employs a BBN to map the causes of software failures to specific defect types, defined 

by ODC [30], that can be traced to human errors in the SDLC. In turn, the human errors can be modeled 

with HRA [10]. By combining details of a specific SDLC, the BBN can provide an estimation of the 

existence of defects within that software. These in turn are used to find the software failure probability. 

The general format of the BBN is shown in Figure 6.  

 

Figure 6. General structure of the BBN used within BAHAMAS. 

In our previous work, we investigated CCF of redundant components that share the same software 

[4]. For a CCF, there must be (1) a failure involving multiple components and (2) a common cause that is 

made ñshareableò by the existence of some coupling mechanism. The shared cause for software must 

include a common ñactiveò defect or fault. A CCF can occur when multiple components share copies of 

the same software and can be influenced by the same activation scenario. The only difference between the 

CCF and individual failure for the identical components is that a shared defect is activated in a single 

software vs. in the multiple redundant software components. BAHAMAS provides the indication of total 

failure probability for a software by estimating the existence of defects. Meanwhile, it is the system 

configuration that determines whether a CCF or independent failure can occur. In other words, if there is 

no redundant software, then there is no potential for CCF, and the BAHAMAS estimation failure 

represents independent failure only. Because BAHAMAS provides an indication of the remaining defects 

within a software, when that software is used redundantly, BAHAMAS provides a direct indication of the 

common defects that exist between redundant software components. As an example, consider CCCG of 

two redundant components that share identical software. The estimate of software failure probability 

provided by BAHAMAS is equivalent for both components: 




































































































































































